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Everyone is talking about
democratizing Al

Democratizing Al

« Computing +Data
* Algorithms g * Talent




But it can’t be truly done without an
open cloud infrastructure

Application

Infrastructure

Tensorflow, CNTK, Pytorch, Caffe,
MXNET, ... Basically everything you can
find now about major Al related open
source projects

Same goes to majority of the research
papers



Interesting comparison on
Blockchain and Al

Most hyped . N
technologies Blockchain

Level of Good Sense Few Sense

understanding on
Infrastructure Few work Good work



Define a Cloud Infrastructure For Al

Hardware

Cloud Infrastructure

(CPU,GPU,FPGAASIC,...)

I Heterogeneous Physical Resource



Asking the right question

Can we have an Al cloud infrastructure software which
(1) Provides nice abstraction and management of the
heterogeneous resources
(2) Is open source and driven by an open community
(3) Fascilates the e2e Al development
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CYBORG

https://github.com/openstack/cyborg



https://github.com/openstack/cyborg

Cyborg Project Overview

All v Official v Cyborg Official x | v y company v Any co utox v Person-day effort | v

Cyborg Official

The official OpenStack project as defined in projectsyaml

Modules: cyborg, cyborg-specs, python-cyborgclient
Huawei

Intel

Activity Log

Q zhuli (Huawei)
== 11 Jun 2018 09:04:39 UTC in cyborg

Lenovo

M “independent

I/ M Red Hat Review “Introduce Cyborg Resource Quota -- Usage Part”
15% W Fujitsu Change request by: Xinran WANG (Intel)
Change Id: 1554b9d4603d5e65f69c2b924fba66565f7f6c3c4
M 99cloud

Code-Review: +2

SUSE
A = zhuli (Huawei)

11 Jun 2018 09:04:23 UTC in cyborg

W others Review “Introduce Cyborg Resource Quota - Usage Part”
Change request by: Xinran WANG (Intel)

Change Id: 1554b9d4603d5e65f69c2b924fba66565f7f6c3c4
Approve

£

China UnionPay

Subteams: release, driver,
doc

Active Chinese Dev wechat
group (48 members) from
companies like Huawei,
China Mobile, Intel, Lenovo,
ZTE, Tencent, Nokia,
Unionpay, 99Cloud, Xilinx,
Inspur, iFlyTech, UC
Berkeley, UIUC,CMU

Lots of gifs ...




Cyborg Pike Release

cyborg-api

Legend

() Pike Finished
- Out-of-scope

cyborg-conductor cyborg-db

cyborg-agent

vendor-a-driver vendor-b-driver

vendor-a-acc vendor-b-acc




Cyborg Queens Release

cyborg-api

Legend

() Pike Finished
- Queens Finished

B out-of-scope cyborg-agent

cyborg-db
(resource provider)

cyborg-conductor

report

SPDK driver cyborg-generic-driver Intel FPGA driver

NVMe SSD Intel FPGA

vendor-acc-test




Cyborg Rocky Release Planning (OpenStack)

cyborg-api }
oo I
cyborg-conductor SHseIelo
(] Pike Finished (resource provider)
- Queens Finished --

cyborg-agent

report

SPDK driver Intel FPGA driver

| |




Cyborg Rocky Release Planning
(Kubernetes)

Kubernetes Master ~_ Kubemnetes Node e Align Cyborgdata model with
AP API(CRD) A DPI Node Plugin (Cyborg) : DPI before 1.13 release
: ' e Cyborg DPI Plugin releady
Scheduler ; :
i (Vendor) ; A g when DPI GA
DB Agent e Consider the possibility of a
"""" e e | COAcconoler
e Py e Could be utilized by Kubeflow

R S e V'" """""""""" Local Remote
g, P, Accelerators Accelerators

containerized




Cyborg is
forming
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Intel Al Compute Continuum

11 =t ,..,\-5:& B

Cloud/Data Center
Large scale data centers
such as public cloud or
comms service providers,
gov’'t and academia, large
enterprise IT

- f

Edge

Small scale data centers,
small business IT
infrastructure, to few
on-premise server racks and
workstations

Devices

User-touch endpoint
devices with lower power
requirements such as
laptops, tablets, smart
home devices, drones



(intel) Al PORTFOLIO

SOLUTIONS PLATRORHS A R S T
llltel Deep oi* Deep Leamni intel® Intel® Movidius™
LRI tomring g ptoyment ool (o g, S0 Detelepmen

FRAMEWORKS Salelinl s "@'E. S catter Prionen CaTy
‘ Intel® MKL/MKL-DNN, intel® nGraph™ Compiler®
cIDNN, DAAL, Intel Python
| LIBRARIES - RDE'ET""""”“' etTcION CPU Transformer  NNP Transformer’  Other

e CEEEEIT e o

HWD-TO-EMJ COMPUTE SYSTEMS & COMPONENTS

Data Technical Reference
Scientists Services Solutions




intel)
Intel® Xeon® Scalable Processors inte} %N

PLATINUM
inside
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Intel® Deep Learning Inference Accelerators

ihtel Y N\ B
Al @D | <m i
. MOVIDIUS | Mosneve
inside” l An Intel GNA 7\
gl Company (IP)

Intel® Intel® Intel® Integra

ted
FPGA Movidius™ Mobileye GNA [P1 graphics
Custom deep VPU EYEQ Ultra low power Built-in deep
learning Low power Autonomous driving speech & audio learning
inference inference inference

computer vision & inference
pEh P
S 3 o o th ‘ '»
A 7 B , E

Data Center

Ed gemal/ scale clusters to a few on-premise server & workstations

D €V IQ&:r-touch end-devices typically with lower power requirements



Intel® Omni-Path Architecture

_ * Improved cost, power, and density
CPU/Fabric = Increased node bandwidth
Integration » Reduced communication latency

= High MPI message rate
Host = Low latency scalable architecture
ementati » Complementary storage traffic support

Impl

= \ery low end-to-end latency
Enhanced = Efficient transient error detection & correction
Fabric » Improved quality-of-service delivery
ML Architecture = Support extreme scalability, millions of nodes




Intel® Next Generation High Performance Storage

Intel® Optane™y

& D T 0PTANE

A \ ' ' ,
S

ONCE-IN-A-GENERATION INNOVATION

This is Intel® Optane™ technology. After 25 years, the first new major breakthrough in storage & memory is here.




Intel® Optimized Al Libraries

Intel distribution for python @ python

Advancing Python* Performance Closer to Native Speeds

software.intel.com/intel-distribution-for-python

Intel® Data Analytics Acceleration Library (Intel® DAAL)

High Performance Machine Learning and Data Analytics Library

Building blocks for all data analytics stages, including data preparation, data mining & machine learning

Pre-processing Transformation Analysis Modeling Validation Decision Making

S
S > I '
' . .‘.. '0:0’ .|IIII II-. .Qﬂﬂ



Intel® Optimized Al Libraries (continue)

|nte|® MKL-dnN github.com/01org/mkl-dnn

Intel’s Open-Source Math Kernel Library for Deep Neural Networks

For developers of deep learning frameworks featuring optimized performance on

Intel® cIDNN - Intel GPU DL acceleration middleware

Compute Library for Deep _( e

Neural Networks on Intel _ ) éﬂ =" mm
Integrated Graphics = a
https://01.org/cldnn e |




Deep Learning Frameworks

Frameworks optimiized ov
INntel

Cafte

TensorFlow

* B Microsoft

More under optimization: < Caffe2 PYTORCH (CNTK and more..



Intel® Open Al Cloud Reference Architecture

Application
Object . (SRS GEm— 00
{ recognition ] Edge Device [ MovidiusNcs | [ FPGAAmia10 |
[ Classification ] e e e B 0 AT S o o AR ‘:
. | Al framework [ Intel Caffe ] [TensorFIow] [ MKL ] :
ML/DL Training R e T o L e e
4 ) [ Kubernetes orchestrator (Container)
: [ OpenStack orchestrator (VM/Baremetal)
Resource !

Management : '
9 : Cloud | FPGAAmat0 | [ oOmni-Path | [ Ceph Storage ] !

Datacenter [

Xeon SP J

...................................................................................
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Future #1 : Al Native Open
Infrastructure

Infrastructure As Code - Programmable Framework

Infrastructure As Model - Learnable Framework



Future #1 : Al Native Open
Infrastructure

Software 1.0 : Write a complex fixed




Future #1 : Al Native Open
Infrastructure

Software 2.0 : Write a model that learns the
- most appropriate scheduling functionality

Where is the scheduler ?



Future #2 : Truly Disruptive
Al Technologies




Future #2: Truly Disruptive
Al Technologies

Nengo GUI Nengo examples

Visualizations i Python
and models . D3js, Jupyter

Matplotlib

Nengo core
Core framework Python Catet
Numpy
. . Reference simulator OpenCL simulator | | SpiNNaker simulator
Simulation Pyth Pyth Pyth
backends on on o
Numpy OpenCL spinnaker_tools (C) Sp\ & oo oo ]

o)

O fums. o=

Physical
hardware




Future #3 : Al Diaspora

Full Implementation Cyborg
(API+Sched+DB+Agent+Driver) (Public Cloud)

Only Driver

Cyborg
(Private Cloud)
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Now we can build a cradle for the westworld HE@



hen how do we effectively manage the hosts ?
ome checkout the talk for K8S Policy WG at 309A (16:40)

NARRATIVE &
DESIGN

BEHAVIOR

MANUFACTURING

LIVESTOCK
MANAGEMENT

NEW HOSTS FULL REBUILDS

1 DEVELOP THE CHARACTERS AND WORK WITH DESIGN TO CONCEPTUALIZE 1 REMOVE CONTROL UNIT FROM DAMAGED HOST REMAINS.

PHYSICAL LOOK.
2 PRINT HOST BODIES AND ASSEMBLE ACCORDING TO

2 PRINT HOST BODIES AND ASSEMBLE ACCORDING TO DESIGN SPECS. ESTABLISHED DESIGN SPECS.

3 ONCE BASIC CONTROL UNIT BRAINS ARE INSTALLED, CALIBRATE BASIC 3 CALIBRATE BASIC COGNITION AND UPLOAD CURRENT
MOTOR FUNCTIONS AND COGNITION CHARACTER CONFIGURATIONS.

4 REVIEW HOSTS FOR QUALITY CONTROL, APPLY COSMETIC TOUCHES AND 4 REVIEW HOSTS FOR QUALITY CONTROL, APPLY FINAL
COSTUME. FINE TUNE BACKSTORIES AND STORYLINES. COSMETIC TOUCHES AND COSTUME ACCORDING TO

ESTABLISHED CHARACTER.
5 UPLOAD FINAL PERSONALITIES, CORNERSTONES AND DRIVES. CALIBRATE

CHARACTER-SPECIFIC MOTIONS AND NUANCED COGNITION.
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